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Seminar zu Numerische Optimierungsmethoden

Es gibt Vortragsthemenen mit praktischem und Themen mit theoretischem Schwerpunkt. In
den praktischen Themen werden numerische Verfahren für Optimierungsprobleme behandelt, die
mehr theoretischen Themen übertragen die Sätze der Optimierungstheorievorlesung auf Modelle
mit Differentialgleichungen.
Eine Fortführung als Bachelor- oder Masterarbeit ist möglich.

Themen

1. Polyedertheorie [1], [9]
• Rezessions- und Polarkegel
• Tangential- und Normalkegel
• Hoffmanns Fehlerschranke

2. Semidefinite Programme [3]
• Kombinatorische Probleme

3. Primal-duale Active-Set Methoden [5]
• Bilaterale Nebenbedingungen
• Anwendung auf nichtlineare Kontrolle

4. Variationsungleichungen [2], [5], [9]
• Grundlagen
• Fixpunktverfahren
• Gap-Funktionen

5. Nicht-glatte Newtonverfahren [4]
• Mittelwertsätze, Taylorentwicklung und impli-

zite Funktionen

6. Stochastische Optimierung [6], [7], [10]
• Einführung in stochastische Optimierung
• Stochastic Linear Two-Stage Problems
• Stochastic Subgradient method
• Robust Optimization
• Sampleoptimierung

7. Sonstiges
• Automatisches Differenzieren [8]
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